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Abstract
In the digital humanities, datasets inherit and perpetuate biases through multiple channels: individual and
institutional biases, discriminatory language in archives, unequal representation in collection practices, and
algorithmic biases in AI-assisted processing. These biases are compounded throughout the research process,
yet the term “bias” itself lacks a clear definition, often causing “bias paralysis.” This paper proposes treating
“bias” as a productive category of analysis for digital humanities research through the development of a “Bias-
Aware Framework” for dataset creation and contextualisation. It has three components: a Bias Thesaurus
creating shared vocabulary across disciplines to address the conceptual instability of “bias” by breaking down
this nebulous concept into interrelated issues like representation, gaps, positionality, CARE, etc; a Bias-Aware
Dataset Lifecycle Model showing where biases enter the research process; and Guidelines for documenting,
describing, and mitigating bias. We approach bias not simply as an error, but as a revealing analytical lens that
shapes knowledge production. By explicitly describing these conditions of production, researchers can improve
transparency, improve dataset documentation, and enable more informed reuse of their data.
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Disclaimer. This paper contains records andmetadata from the VOC archives which contain language,
descriptions, and omissions that are offensive, biased, and distorted. Please be aware that engaging
with this material may cause distress. We advise approaching the content with care and consideration.

1. Introduction: The State of the Arts and its Discontents

The digital humanities face a critical challenge. As computational methods increasingly intersect with
humanities research, questions of bias take on renewed urgency. Bias has long been a concept of
inquiry in the humanities [1, 2], with scholars examining how perspective and power shape historical
narratives and knowledge production. However, the introduction of artificial intelligence (AI) in the
field, ranging from automatic transcription to semantic contextualisation, transforms these traditional
concerns into urgent technical and ethical challenges [3]. These technologies enable access to massive
repositories of historical data but risk perpetuating historical and contemporary biases embedded in
archival sources, metadata, tools and technology [4, 5]. This challenge is especially relevant for Semantic
Web Technologies, as ontologies, knowledge graphs, and linked data structures can inherit and amplify
biases present in original sources, potentially reinforcing problematic knowledge representations.

What makes this challenge particularly concerning is that these diverse forms of bias don’t simply
exist in parallel—they compound and amplify each other throughout the research lifecycle. Historical
biases in archival selection get encoded into metadata structures, which then inform algorithmic design,
creating feedback loops that can dramatically magnify originally subtle imbalances. This cascading
effect of bias—from historical sources through metadata design to algorithmic processing—creates
a distinctive challenge that requires a systematic approach rather than isolated interventions. This
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compounding effect means that seemingly minor biases at early stages can result in significantly skewed
outcomes during analysis and interpretation.

1.1. Case Study: Compounding Bias in VOC Testaments

The Dutch East India Company (Verenigde Oost-Indische Compagnie, henceforth VOC) testament
archives provide a revealing case study of how digitisation can inadvertently preserve and amplify
historical bias.1 When the Dutch National Archives digitised this collection in 2017, they made the
archive accessible online by scanning its pages and digitising a 19th-century index. However, this digital
transformation preserved a significant historical bias: while the index includes approximately 10,000
European male testators, it omits female co-testators, individuals from diverse ethnic backgrounds, and
enslaved persons who appear as beneficiaries, partners, debtors, properties, or witnesses [6]. Thus,
while digitisation increased general accessibility by allowing access across the world, the preservation
of the biased indexing structure perpetuates colonial and patriarchal hierarchies, making research on
marginalised individuals more challenging [7]. Figure 1 illustrates this bias.2.

Figure 1: Silences in the historic index; a:
19th century index; b: Testator:
only his name is indexed; c: “Free
Christian woman Magdalena van
Boegis” is present in the document
but not findable in the digitised in-
dex (NA, VOC, 6847 folio number
40, page 119)

To address these silences, Luthra et. al. [8] worked
with transcribed versions of the testaments and used
information retrieval methods to develop more in-
clusive finding aids. They used named entity recog-
nition and classification (NERC)—a common natural
language processing method for identifying and cat-
egorising entities such as people, organisations, and
locations [9]. However, standard NERC schemas like
CoNLL [10] and ACE [11] were insufficient for the
complexity of colonial records, which often reference
unnamed ormarginalised individuals and include vital
context like roles, gender, and legal status. By design-
ing a custom typology tailored to colonial archives,
the project was able to surface individuals who were
previously obscured both by the original records and
the digital tools built on them.

This example illustrates a critical point: while tech-
niques like NERC are powerful for information extrac-
tion, they can also embed existing power dynamics,
reinforcing or challenging historical biases depending
on how they are designed and applied. Similarly, in
semantic web technologies, choices in ontology de-
sign directly influence whose histories are made vis-
ible and whose remain obscured. When datasets and
knowledge structures fail to account for marginalised
perspectives, the colonial and patriarchal biases em-
bedded in original archives are not only encoded into digital systems—they can become further en-
trenched. Awareness of these multiple types of bias and their compounding effects is essential for
developing better digital humanities methodologies.

1.2. Need for a Transdisciplinary Understanding of Bias

Despite growing attention to bias and its mitigation [12, 13, 14, 15], there is still no coherent framework
for understanding what bias actually is. The term ‘bias’ carries different meanings across contexts:

1“1.04.02 Inventaris van Het Archief van de Verenigde Oost-Indische Compagnie (VOC), 1602–1795 (1811) | Nationaal Archief,”
https://www.nationaalarchief.nl/onderzoeken/archief/1.04.02

2https://www.nationaalarchief.nl/onderzoeken/archief/1.04.02/invnr/6847/file/NL-HaNA_1.04.02_6847_0119
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archivists emphasise issues of inventorisation and deceptive categorisation; historians examine historical
power structures [2, 16]; digital humanists have focused on unfair representation [17]; semantic web
researchers grapple with how ontologies reflect—and reproduce—dominant epistemologies [18], and
machine learning focuses on ground truth bias or representation in training data [19, 20, 21]. Even
within specific academic fields, the concept of bias proves elusive. Blodgett et al.’s [22] analysis of
146 papers in the field of natural language processing revealed significant confusion in defining ‘bias’,
while in digital cultural heritage, the characterisation of offensive terminology as bias remains unclear.3

Yet despite growing awareness of bias in the digital humanities, many researchers and institutions
find themselves paralysed by the concept’s complexity and apparent ubiquity. Without a coherent
framework for understanding and addressing bias, there is a risk of either oversimplifying it or becoming
overwhelmed by it - what we term ‘“bias paralysis”.

1.3. Bias Mitigation Approaches and their Limitations

Several valuable interventions have emerged, from documentation templates to tools for identifying
harmful language and replacing offensive terminology [25, 14, 26, 27, 28, 29, 23]. However, these
approaches typically address specific manifestations of bias. Digital humanities researchers regularly
encounter an entangled spectrum: historical, technical, descriptive, and representational biases—many
of which are reinforced through infrastructures like metadata schemas, machine learning pipelines,
and semantic web technologies. While these semantic systems can encode dominant world-views,
recent work also shows their potential for mitigating bias—by enabling more nuanced representations,
identifying disparities across groups, and supporting fairer information retrieval and classification [8, 18].

What remains missing is a cohesive approach that makes visible how these forms of bias interact
and transform across the data lifecycle. Without such a framework, mitigation efforts risk remaining
fragmented—treating symptoms rather than confronting the underlying systems through which bias is
produced, sustained, and reproduced in digital knowledge production.

1.4. From Paralysis to Practice: The Bias-Aware Framework

To effectively identify, articulate, and mitigate bias in digital humanities research, three fundamental
questions need to be answered:

1. What exactly do we mean by “bias” in digital humanities research?
2. Where does bias occur in the dataset creation process?
3. How can researchers effectively address bias within resource constraints?

In response to these questions, we are developing a “Bias-Aware Framework” for dataset creation:

1. ABias Thesaurus: A comprehensive list of the concepts connected to bias (such as representation,
offensive language, FAIR, CARE, silences, etc.) that creates a shared vocabulary for discussing
bias across disciplines.

2. A Bias-Aware Data Lifecycle Model: A visual and conceptual model mapping where and
how different types of bias arise across the research process, enabling targeted reflection and
intervention.

3. Practical Guidelines: A set of reflective questions, examples, and “good–better–best” recom-
mendations tailored to each stage of the data lifecycle, supporting practices of bias identification,
description, and redress.

This framework addresses a recognised gap in digital humanities: “a set of guidelines is missing, a
serious lack when one might want to think through ethical concerns” [30]. It is a framework that
demystifies ‘bias’ and transforms it into a productive tool for improving knowledge production.

3For instance the Words Matter [23], a publication on sensitive words in the museum sector, doesn’t use the term ‘bias’, but
projects such as DE-BIAS [24], based at the Dutch Institute of Sound and Vision, use the term in context of developing an
automated tool to identify harmful language in archives.



2. Methodology

Focus on Datasets as Critical Intersection Points. Our framework centres datasets as the primary
unit of analysis within the digital humanities landscape. This focus is strategic for several reasons.
Datasets function as critical nexus points where four key elements converge: the data itself (from
archives, born-digital sources, or interviews); the researchers who structure this data; the users who
access and build upon these resources; and the computational methods that process this information.
For Semantic Web Technologies in particular, datasets form the foundation upon which ontologies and
knowledge graphs are constructed, making them crucial sites for bias intervention before problematic
representations become encoded in semantic structures.

Most importantly, datasets should not be viewed merely as areas of ‘risk’ requiring intervention,
but as sites of tremendous opportunity when created with critical awareness of biases. Our project
highlights how dataset creation can function as a form of “deconstructing archival sources”, enabling
researchers to view historical materials through new analytical lenses [31]. For example, it was through
dataset creation and subsequent analysis that researchers uncovered the pivotal role of a 17-year-old
woman named Flora in orchestrating the escape of nineteen enslaved people—effectively re-inscribing
her into historical narratives despite her name appearing only fleetingly in primary sources [32].

The Bias-Aware framework development follows a three-phase approach combining theoretical
analysis, practitioner insights, and practical validation:

2.1. Literature Review

To gain a better overview of current theories about and strategies against bias, we systematically
reviewed literature in the fields of archival studies [23, 26, 33, 34, 32], epistemology [35, 36] and
computer sciences [37, 38, 39, 40, 18]. These are fields in which bias has received much attention. From
here, we expanded out to include sources that were not academic and/or text-based, such as videos,
art installations, and fiction [41, 42, 43]. The importance of including these resources was to critically
confront our own biases for the written and academic. For each resource, we focused on what forms of
bias or strategies to mitigate bias were present, and made a note of that under the column ‘concepts
used’. We compiled these in an open-to-access list of resources.4

2.2. Insights from Partner Projects

Our framework development draws on semi-structured interviews with partners from four major
digital infrastructure projects focusing on colonial and slavery archives: Slave Voyages5,GLOBALISE6,
Exploring Slave Trade in Asia7, and the Historical Database of Suriname and Caribbean8. These
partnerships provide crucial insights into practical implementation challenges. We also engaged advisors
with diverse expertise across cultural heritage, critical archival studies, community memory work,
ethnomusicology, natural language processing, and FAIR data principles. This plurivocal approach [44]
ensures our framework offers adaptable strategies and examples suitable for diverse project contexts
and resource levels.

2.3. Framework Validation and Refinement

We are validating and refining the framework through two parallel tracks: expert consultations and
interactive workshops with digital humanities and social science projects. The workshops serve as
practical testing grounds where participants apply the framework and its methodology to analyse bias in

4Combatting Bias Resources List. We are now working on the bias thesaurus to establish better categories for organising the
readings before making the resource list fully collaborative.

5https://www.slavevoyages.org/
6https://globalise.huygens.knaw.nl/
7https://esta.iisg.nl/
8https://www.ru.nl/onderzoek/onderzoeksprojecten/historische-database-van-suriname-en-de-cariben

https://docs.google.com/spreadsheets/d/17mAClY06JuPQm9qf3Z7ZmdYi08VrZboCUTOv27J6J-E/edit?usp=sharing
https://www.slavevoyages.org/
https://globalise.huygens.knaw.nl/
https://esta.iisg.nl/
https://www.ru.nl/onderzoek/onderzoeksprojecten/historische-database-van-suriname-en-de-cariben


their own datasets. This implementation phase aims to reveal the framework’s strengths and limitations
across different domains and identify potential blind spots. Participant feedback and documented use
cases will drive iterative improvements, ensuring its broader applicability and effectiveness.

3. The Bias-Aware Framework

3.1. From Bias Paralysis to Bias as a Category of Analysis

To conceptualise bias meaningfully, we first examined its etymology. “Bias” entered English in the 1570s
from the game of boules, describing balls weighted to curve obliquely. This technical meaning evolved
into the figurative sense of “a one-sided tendency of the mind” and later “undue propensity or prejudice.”
The French origin biais means “sideways, askance, against the grain”—suggesting movement contrary
to an expected direction. This etymology raises a crucial question: when labelling something “biased,”
what is our assumed “true” path? What constitutes an unbiased space, description, or archive—and is
such a thing even possible? Rather than pursuing an impossible “bias-free” ideal, we draw inspiration
from the textile meaning of bias: the diagonal stretch between warp and weft where fabric shows
greatest flexibility. Garments cut “on the bias” follow this diagonal orientation, creating fluidity and
adaptability.

We employ this sense of bias in our framework: just as fabric’s bias exposes structural tensions and
possibilities, biases in datasets highlight gaps, conditions of production, overlooked questions, and
unconsidered perspectives. This shifts our focus from attempting to “solve” bias to using it as a critical
tool for systematic analysis.

3.2. Bias-Aware Framework

The Bias-Aware Framework consists of three integrated components designed to transform how re-
searchers understand, identify, and address bias throughout the dataset creation process. Each compo-
nent builds upon the others to create a comprehensive approach to bias as a category of analysis.

3.2.1. Bias Thesaurus

Figure 2: Bias-Aware Dataset Lifecycle

Our interviews with dataset creators reveal that
bias functions as a heuristic addressing intercon-
nected concerns about power, inequality, position-
ality, silences, and representation. Drawing from
Scott’s [36, 45] concept of gender as an analytical
category and Foucault’s [46] understanding of power
as relational, we view bias as dynamic—actively shap-
ing and being shaped by social and historical contexts.
The bias Thesaurus maps the various expressions of
bias—concrete forms bias takes in research practices,
such as harmful language, uneven descriptive depth,
or limiting categorisation schemes. The thesaurus
creates a shared vocabulary across disciplines, visualises interconnections between different expressions
of bias, and provides researchers with a conceptual map for navigating bias-related concerns.

3.2.2. Bias-Aware Dataset Lifecycle Model

The dataset creation lifecycle forms the structural backbone of this framework, grounding abstract bias
considerations in familiar research workflows while addressing a gap in digital humanities methodology.
Our model builds upon the Research Data Alliance’s harmonised Research Data Lifecycle (RDL) model9

9https://www.rd-alliance.org/wp-content/uploads/2024/09/D1_The-creation-of-a-harmonised-research-data-lifecycle-RDL-model-and-crosswalk-to-existing-models-.
pdf

https://www.rd-alliance.org/wp-content/uploads/2024/09/D1_The-creation-of-a-harmonised-research-data-lifecycle-RDL-model-and-crosswalk-to-existing-models-.pdf
https://www.rd-alliance.org/wp-content/uploads/2024/09/D1_The-creation-of-a-harmonised-research-data-lifecycle-RDL-model-and-crosswalk-to-existing-models-.pdf


which identifies five key stages (Set Up, Collect, Process, Analyse, Preserve & Share). We extend this
framework by mapping how different expressions of bias defined in the Thesaurus manifest at each
stage.

A key insight from our research is the “stickiness” of certain bias expressions across multiple stages,
though they manifest differently depending on the stage’s focus. For example, representation concerns
appear throughout the lifecycle: in Set Up, they relate to whose scholarship informs the project;
in Collect, they concern whose perspectives are captured in the data; in Process, they involve how
categories represent complex realities; and in Analysis, they address whose stories are highlighted in
figure 2.

3.2.3. Practical Guidelines

Figure 3: Bias-Aware Dataset Lifecycle with
reflective questions

The final component transforms theoretical under-
standing into practical action through structured
guidelines for each stage of the dataset lifecycle.
These guidelines provide reflective questions, curated
resources, documentation templates, “good-better-
best” recommendations that accommodate varying
resource constraints, and example strategies drawn
from successful digital humanities projects.

Figure 3 illustrates our guideline approach for con-
sidering CARE as a principle at the funding step, while
figure 4 illustrates our guideline approach for ad-
dressing archival silences, offering tiered intervention
strategies from basic documentation to participatory
community engagement.

The guidelines emphasise that addressing bias is not an all-or-nothing proposition—even resource-
constrained projects can implement basic bias-aware practices. This scaffolded approach helps prevent
“bias paralysis” by making intervention accessible regardless of project scale or resources.

4. Conclusion and Future Work

4.1. Conclusions

Figure 4: Example guidelines to deal with
archival silences

Our approach reconceptualises bias not as noise to be
eliminated but as parameters that reveal how knowl-
edge is constructed. By making bias visible and
analysable, we transform it from a technical prob-
lem into a productive analytical lens that enhances
both the integrity and reuse potential of digital hu-
manities research. The Bias-Aware Framework pro-
vides a structured vocabulary, makes visible critical
intervention points in the research process, and offers
actionable strategies adaptable to various resource
constraints. Rather than eliminating bias—an impos-
sible task—we aim to establish bias awareness as a
fundamental aspect of scholarship comparable to ci-
tation practices or methodological transparency.

4.2. Future Work

Our work opens several promising directions for future research:



1. Disciplinary Expansion and Empirical Validation: We aim to extend the framework beyond
colonial archives to other humanities domains while validating its effectiveness through diverse
case studies. This parallel expansion and validation will test the framework’s flexibility, identify
domain-specific adaptations, and document how bias awareness transforms research outcomes
across project types.

2. Formalising Vocabulary and Knowledge Structures: A critical next step involves formalising
the Bias Thesaurus, which will capture the relationships between different bias expressions, their
manifestations across the data lifecycle, and appropriate mitigation strategies.

3. Theoretical Foundations: Further research will justify and reflect on digital humanities’ unique
position at the intersection of computational methods and humanistic inquiry. This work will
contribute to ongoing debates about how computational approaches can be informed by critical
humanities perspectives, particularly regarding knowledge representation and classification
systems.

4. Sustainable Infrastructure Long-term maintenance of the framework requires developing
sustainable infrastructure through community governance and versioning systems. We envision
creating a collaborative platform where researchers can contribute examples, adaptations, and
extensions to the framework, ensuring it evolves alongside changing research practices and
emerging technologies.

5. Implementation Formats: To maximise accessibility and adoption, we will explore various
presentation formats from open-access platforms to downloadable templates, interactive tools,
and integration with existing data management frameworks.
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